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(57) ABSTRACT

An electronic device 1s provided for control of an execution
of a third-party application based on a blacklisting function.
The electronic device includes circuitry that executes a
monitor application that 1s a part of an operating system
rooted onto the electronic device. The monitor application
has system privileges to examine the code and execution of
the third-party application installed on the electronic device.
The circuitry 1dentifies, by the monitor application, one or
more requests to access a network resource from a runtime
code of the thaird-party application. The circuitry extracts, by

the monitor application, one or more first network resource
identifiers associated with the network resource from the one
or more requests. The circuity compares, by the monitor
application, the first network resource identifiers with the
blacklist associated with the monitor application. The cir-
cuitry controls, by the momitor application, the execution of
the third-party application based on the comparison.
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ANTI-PIRACY CONTROL BASED ON
BLACKLISTING FUNCTION

CROSS-REFERENCE TO RELATED
APPLICATIONS/INCORPORATION BY

REFERENCE
[0001] None.
FIELD
[0002] Various embodiments of the disclosure relate to

anti-piracy control. More specifically, various embodiments
of the disclosure relate to an electronic device and method
for control of execution of a third-party application for
anti-piracy control based on a blacklisting function.

BACKGROUND

[0003] Recent advancements in the field of streaming
media services (such as over-the-top media service or video-
on-demand service) and streaming devices (such as digital
media players and smart televisions) have led to the devel-
opment of various applications (such as player applications)
that provide high-definition content on media rendering
devices (such as television, mobile screen, etc.). These
player applications may include pre-installed applications
and/or third-party applications installed on a streaming
device (such as the digital media player or the smart tele-
vision). Each of the player applications may control stream-
ing and playback of the content (such as a television show,
a movie, or audio content) 1n high-definition quality from a
respective streaming media service (such as Google Play®,
Netthix®, Amazon Prime Video®, or HBO Max®, Sony®,
Disney+®, etc.). In some scenarios, the streaming device
may allow third-party applications (such as a player appli-
cation) to be downloaded from unknown sources to provide
flexibility to a device user. In other instances, the third-party
applications may sideloaded or downloaded indirectly,
although such applications may be banned from legitimate
sources (such as Google Play® Store). However, some of
these third-party applications may include pirate applica-
tions that may acquire content from rogue websites to stream
pirated content onto the streaming device. In such scenarios,
the pirate applications may provide premium content to the
streaming device without authorization, and may subvert the
services of legitimate content providers (such as Google
Play®, Nettlix®, Amazon Prime Video®, or HBO Max®,
Sony®, Disney+®, etc.). The unauthorized access to pre-
mium content may violate the rights of copyright holders
and content creators who rely on legitimate subscription-
based access to their content for revenue.

[0004] Limitations and disadvantages of conventional and
traditional approaches will become apparent to one of skill
in the art, through comparison of described systems with
some aspects of the present disclosure, as set forth in the
remainder of the present application and with reference to
the drawings.

SUMMARY

[0005] An electronic device and method for anti-piracy
control of a third-party application based on a blacklisting
function, that 1s part of an operating system of the electronic
device, 1s provided substantially as shown in, and/or
described 1n connection with, at least one of the figures, as
set forth more completely 1n the claims.
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[0006] These and other features and advantages of the
present disclosure may be appreciated from a review of the
following detailed description of the present disclosure,
along with the accompanying figures 1n which like reference
numerals refer to like parts throughout.

BRIEF DESCRIPTION OF THE DRAWINGS

[0007] FIG. 1 15 a block diagram that illustrates an exem-
plary network environment for control of execution of a
third-party application for anti-piracy control based on a
blacklisting function, in accordance with an embodiment of
the disclosure.

[0008] FIG. 2 15 a block diagram that illustrates an exem-
plary electronic device for control of execution of a third-
party application, 1n accordance with an embodiment of the
disclosure.

[0009] FIG. 3 illustrates a diagram of a file tree structure
associated with an operating system of an electronic device,
in accordance with an embodiment of the disclosure.

[0010] FIGS. 4A and 4B are diagrams that illustrate an
exemplary scenario for execution of a thurd-party application
on an electronic device, 1n accordance with an embodiment
of the disclosure.

[0011] FIG. 5 1s a diagram that illustrates an exemplary
scenar1o for control of execution of a third-party application
for anti-piracy control based on a blacklisting function, 1n
accordance with an embodiment of the disclosure.

[0012] FIG. 6 1s a flowchart that 1llustrates an exemplary
method for control of execution of a third-party application
based on a comparison of first network resource identifiers
with a blacklist, in accordance with an embodiment of the
disclosure.

[0013] FIG. 7 1s a timing diagram that illustrates exem-
plary operations of an electronic device for control of
execution of a third-party application based on network
resource 1dentifiers extracted during execution of the third-

party application, 1n accordance with an embodiment of the
disclosure.

[0014] FIGS. 8A and 8B are block diagrams that 1llustrate
exemplary operations for comparison ol network resource
identifiers with a blacklist, 1n accordance with an embodi-
ment of the disclosure.

[0015] FIGS. 9A and 9B are diagrams that 1llustrate exem-
plary scenarios for control of bandwidth and performance of
a third-party application for anti-piracy control, 1n accor-
dance with an embodiment of the disclosure.

[0016] FIG. 10 1s a block diagram that illustrates exem-
plary operations for control of the execution of the third-
party application based on a switch between a plurality of
distributed network resource i1dentifiers, 1n accordance with
an embodiment of the disclosure.

[0017] FIG. 11 1s a flowchart that illustrates an exemplary
method for control of execution of a third-party application
for anti-piracy control based on a blacklisting function, 1n
accordance with an embodiment of the disclosure.

DETAILED DESCRIPTION

[0018] The following described implementations may be
found 1n the disclosed electronic device (such as a smart
television or a digital media player) and method for anti-
piracy control of a third-party application based on a black-
listing function that 1s part of an operating system of the
clectronic device. The third-party application may be a
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player application configured to stream content (such as
video content or audio content). Exemplary aspects of the
disclosure provide the electronic device that may execute a
monitor application. The monitor application may be a part
of the operating system (OS) of the electronic device. The
clectronic device may 1dentify, by the monitor application,
one or more requests to access a network resource (such as
a media server or a network location) from the third-party
application installed on the electronic device. The monitor
application may have privileged access permission to read a
runtime code and/or decrypted executable memory space of
the third-party application. The monitor application may
identify the one or more requests from the runtime code of
the third-party application. In another embodiment, the
monitor application may intercept the one or more requests
at a network interface of the electronic device. The elec-
tronic device may extract, by the monitor application, one or
more first network resource identifiers (such as uniform
resource locators (URLs)) associated with the network
resource from the one or more requests. The electronic
device may compare, by the monitor application, the one or
more first network resource identifiers with a blacklist
associated with the monitor application. The blacklist may
comprise at least one of a list of malicious internet protocol
(IP) addresses or a list of malicious domain names. The
clectronic device may further control, by the monitor appli-
cation, an execution of the third-party application based on
the comparison of the one or more first network resource
identifiers with the blacklist.

[0019] Inan embodiment, the electronic device may deter-
mine that the network resource, accessed by the third-party
application, 1s a malicious resource based on the comparison
between the one or more first network resource identifiers
and the blacklist. The electronic device may determine that
the content associated with the network resource 1s pirated
content based on the comparison. The electronic device may
turther terminate or suspend the execution of the third-party
application (such as a pirate application) based on the
determination that the network resource 1s the malicious
resource. The electronic device may thereby prevent the
third-party application (such as a pirate application) from
streaming premium content to the electronic device without
authorization or legitimate subscription, and may protect the
rights of copyright holders and content creators who rely on
legitimate subscription-based access to their content for
revenue.

[0020] In another embodiment, the electronic device may
control a bandwidth available to the third-party application
to stream content from the network resource based on the
comparison of the one or more first network resource
identifiers with the blacklist. For example, the electronic
device may control the bandwidth available to the third-
party application in case the one or more first network
resource 1dentifiers are present in the blacklist. The elec-
tronic device may control the bandwidth available to the
third-party application to reduce a quality of the content
streamed by the third-party application or to increase a
buflering time of the content. The electromic device may
turther control a performance (such as irregular pausing of
playback of the content by the third-party application) of the
third-party application or iterrupt playback of the content
based on the comparison. The electronic device may thereby
degrade the usability of the third-party application 1n case
the third-party application streams pirated content from the

Jan. 5, 2023

malicious network resource, and may thereby discourage
users from using the third-party application. The electronic
device may degrade the usability of the third-party applica-
tion 1n such a way that the users may be led to believe that
the third-party application and its service are inferior, and
may not realize that the monitor application has caused the
degradation.

[0021] In another embodiment, the electronic device may
analyze a specific program code (such as a source code) of
the third-party application and may determine a type of the
third-party application based on the analysis of the specific
program code of the third-party application. The electronic
device may determine that the type of the third-party appli-
cation 1s a player application that streams the content from
the network resource to the electronic device. The electronic
device may compare the one or more {irst network resource
identifiers with the blacklist based on the determination that
the type of the third-party application 1s the player applica-
tion. The electronic device may control the execution of the
third-party application based on the comparison of the one
or more {irst network resource identifiers with the blacklist.
The electronic device may thereby eflectively monitor the
third-party application for malicious behavior based on the
type of the third-party application.

[0022] In another embodiment, the electronic device may
extract one or more second network resource identifiers
(such as URLs) from the one or more requests during the
stream of the content. The electronic device may extract the
one or more second network resource identifiers after a
specific period of time from the extraction of the one or more
first network resource 1dentifiers. The electronic device may
compare the one or more second network resource 1dent-
fiers with the blacklist. The electronic device may control
(terminate or suspend or degrade) the execution of the
third-party application based on the comparison of the one
or more second network resource 1dentifiers with the black-
list. The electronic device may thereby periodically and
cllectively monitor the third-party application for malicious
behavior after every specific period of time during the
execution of the third-party application.

[0023] FIG. 1 15 a block diagram that illustrates an exem-
plary network environment for control of execution of a
third-party application for anti-piracy control based on a
blacklisting function, in accordance with an embodiment of
the disclosure. With reterence to FIG. 1, there 1s shown a
network environment 100. In the network environment 100,
there 1s shown an electronic device 102, a server 106, and a
network resource 110. In the network environment 100,
there 1s shown a communication network 108. The server
106 and the network resource 110 may be communicatively
coupled to the electronic device 102 through the communi-
cation network 108. The electronic device 102 may be
associated with a user 104. The electronic device 102 may
include a monitor application 112 and a third-party appli-
cation 114. The server 106 may store a blacklist 116.

[0024] The electronic device 102 may comprise suitable
logic, circuitry, and interfaces that may be configured to
execute the momtor application 112 and the third-party
application 114. The electronic device 102 may identily, by
the monitor application 112, one or more requests to access
the network resource 110 from the third-party application
114 1nstalled on the electronic device 102. The monitor
application 112 of the electronic device 102 may 1dentify the
one or more requests from a runtime code of the third-party




US 2023/0006971 Al

application 114. The monitor application 112 may have
privileged access permission to read the runtime code of the
third-party application 114. The electronic device 102 may
extract, by the monitor application 112, one or more first
network resource identifiers associated with the network
resource 110 from the one or more requests. The electronic
device 102 may compare, by the monitor application 112,
the one or more first network resource identifiers with a
blacklist 116 associated with the monitor application 112.
The electronic device 102 may control, by the monitor
application 112, an execution of the third-party application
114 based on the comparison. Details of the control of the
execution of the third-party application 114 are further
described, for example, 1n FIGS. 4A, 4B, 5-7, 8A, 8B, 9A,
9B, and 10. Examples of the electronic device 102 may
include, but are not limited to, a smart television (TV), a
digital media player, a set-top box (STB), a streaming media
player, a three-dimensional (3D) display device, a free
viewpoint TV, a computing device, an e-paper based display
device, a media processing system, a new form factor (NFF)
television, a mobile device, a tablet computer, a computing
device, a computer workstation, a mainframe computer, a
handheld computer, a smartphone, a cellular phone, a mobile
phone, a gaming device, a server, or other consumer elec-
tronic (CE) device capable of execution of the third-party
application 114 (such as a player application) that streams
content. Examples of the content that may be played by the
clectronic device 102 may include, but are not limited to,
streaming content, stored content, over-the-air content,
video content, audio content, audio-video content, gaming,
content, three-dimensional (3D) content, 360-degree video
content, and so on. The format of the content may include,
but 1s not limited to, moving picture experts’ group (MPEG)

format, advanced video coding (AVC), high-efliciency video
coding (HEVC), flash video (FLV), MPEG-dynamic adap-

tive streaming over HI'TP (MPEG-DASH), and other audio
and video coding formats. In an embodiment, the electronic
device may receive and store a local version of the blacklist
116 from the server 106. The blacklist 116 may comprise at
least one of a list of malicious internet protocol (IP)
addresses or a list of malicious domain names. The blacklist
116 may be stored on the electronic device 102 1 an
encrypted state 1n order to frustrate the analysis of pirates
who might purchase the electronic device 102 and attempt to
reverse-engineer the electronic device 102 to access the
blacklist 116, in order to identify which URLs have been
discovered by the authorties and compromised.

[0025] The server 106 may include suitable logic, cir-
cuitry, and interfaces, and/or code that may be configured to
store the blacklist 116. The blacklist 116 may comprise at
least one of a list of malicious internet protocol (IP)
addresses, a list of URLs, or a list of malicious domain
names associated with malicious network resources (such as
the network resource 110). The server 106 may periodically
update the blacklist 116 based on data received from a
plurality of electronic devices (such as the electronic device
102). In an embodiment, the server 106 may transmit the
updated blacklist 116 to the electronic device 102 based on
a request from the electronic device 102. In an embodiment,
the server 106 may transmit the updated blacklist 116 as a
real-time update to the electronic device 102. In another
embodiment, the server 106 may receive one or more {irst
network resource 1dentifiers (such as URLs) from the elec-
tronic device 102. The server may compare the one or more
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first network resource identifiers with the stored blacklist
116, and transmit a result of the comparison to the electronic
device 102. The server 106 may include a database to store
the blacklist 116. The server 106 may include one or more
processors configured to execute high-computation tasks,
such as, blacklist comparison, blacklist updating, machine
learning, and so on. In an exemplary embodiment, the server
106 may be implemented as a cloud server and may execute
operations through web applications, cloud applications,
HTTP requests, repository operations, file transier, and the
like. Other example implementations of the server 106 may
include, but are not limited to, a database server, a file server,
a web server, an application server, a mainirame server, or
a cloud computing server.

[0026] The communication network 108 may include a
communication medium through which the electronic
device 102 may communicate with the server 106, and/or the
network resource 110. The communication network 108
may be one of a wired connection or a wireless connection.
Examples of the communication network 108 may include,
but are not limited to, a Wireless Fidelity (Wi-F1) network,
a Local Area Network (LAN), a Personal Area Network
(PAN), a Wireless Personal Area Network (WPAN), a Wire-
less Local Area Network (WLAN), a Wireless Wide Area
Network (WWAN), a cloud network, a Long Term Evolution
(LTE) network, a Metropolitan Area Network (MAN), and/
or the Internet. Various devices 1n the network environment
100 may be configured to connect to the communication
network 108, 1n accordance with various wired and wireless
communication protocols. Examples of such wired and
wireless communication protocols may include, but are not

limited to, Transmission Control Protocol and Internet Pro-
tocol (TCP/IP), User Datagram Protocol (UDP), Hypertext

Transter Protocol (HTTP), File Transfer Protocol (FTP),
Zi1gBee, EDGE, infrared (IR), IEEE 802.11, IEEE 802.16,
Long Term Evolution (LTE), light fidelity (L1 F1), multl-hop
communication, wireless access point (AP), device to device
communication, cellular communication protocols, and Blu-
ctooth (BT) communication protocols In an embodiment,
the electronic device 102 may acqmre the blacklist 116 from
the server 106 or may acquire media content from the
network resource 110 via the communication network 108.

[0027] The network resource 110 may include suitable
logic, circuitry, and interfaces, and/or code that may be
configured to store media content. Examples of the network
resource 110 may include, but are not limited to, a media
server, a database of the content (such as audio content or
video content), a network location (such as a content deliv-
ery network (CDN)) referred by the one or more first
network resource identifiers, and so on. The third-party
application 114 may access the network resource 110
through the one or more first network resource 1dentifiers
that may refer to the media content stored on the network
resource 110. The network resource 110 may host a media
service to which one or more users may subscribe. The
network resource 110 may store one or more user accounts
associated with the one or more subscribed users, which may
define and control the subscription plan, access level to
content, streaming quality, and so on for each subscribed
user. The network resource 110 may include a set of data-
bases along with suitable network interfaces and suflicient
bandwidth to allow multiple clients (such as the electronic
device 102) to stream content. The network resource 110
may store content in various formats, and may allow access
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to a set of content (such as premium content) though
premium subscription only. In an exemplary embodiment,
the network resource 110 may be implemented as a cloud
server and may execute operations through web applica-
tions, cloud applications, HT'TP requests, repository opera-
tions, file transfer, and the like. Other example 1implemen-
tations of the network resource 110 may include, but are not
limited to, a database server, a file server, a web server, a
media server, an application server, a mainirame server, or
a cloud computing server. In an embodiment, the network
resource 110 may be a malicious resource that may allow
users to access pirated content corresponding to premium
content at considerably lower prices compared to premium
membership access through legitimate content providers.

[0028] The monitor application 112 may be part of the
operating system (for example, the kernel) of the electronic
device 102. The monitor application 112 may be a part of the
operating system rooted onto the electronic device 102,
making 1t difficult for a user to disable the monitor appli-
cation 112 without also disabling the operating system of the
clectronic device 102 and preventing the electronic device
102 from operating. As part of the operating system, the
monitor application 112 may have system privileges to
examine the code and execution of third-party applications
(such as the third-party application 114) installed on the
clectronic device 102. The monitor application 112 may be
pre-installed by a manufacturer of the electronic device 102.
The monitor application 112 may have privileged access
permission to read the runtime code and/or encrypted
memory space that has been decrypted for execution of the
third-party application 114 to i1dentify one or more requests
to access the network resource 110 from the third-party
application 114. For example, the privileged access permis-
s10n may comprise root access on the electronic device 102.
With the monitor application 112 having root access on the
clectronic device 102, 1t may be dithcult for a hacker to
un-root the electronic device 102 i1n order to install an
alternative operating system. The monitor application 112
may also be configured to determine whether an alternate
network interface has been installed along with the third-
party application 114 (such as a pirate application). In an
embodiment, the monitor application 112 may be configured

to read a speciific program code of the third-party application
to determine that a type of the third-party application 1s a
player application. The monitor application 112 may be
turther configured to read the runtime code and/or decrypted
executable memory space of the third-party application 114
during the execution of the third-party application 114. In an
embodiment, the monitor application 112 may be configured
to intercept the one or more requests at a network interface
of the electronic device 102. In an embodiment, the monitor
application 112 may 1nclude a local version of the blacklist
116, and may implement the blacklisting function at the
network interface of the electronic device 102. The monitor
application 112 may determine whether the third-party
application 114 i1s malware based on the signature of the
third-party application 114. In another embodiment, the
monitor application 112 may determine whether the third-
party application 114 i1s malware based on one or more first
network resource 1dentifiers (such as URLs) extracted from
the one or more requests from the third-party application
114. The momtor application 112 may have privileges to
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control the execution (such as terminate, suspend, or control
performance) of the third-party application on the electronic

device 102.

[0029] The thard-party application 114 may be a player
application configured to stream content (such as media
content) onto the electronic device 102 from the network
resource 110. The third-party application 114 may access the
content on the network resource 110 using the one or more
network resource 1dentifiers (such as URLs) 1n response to
user put for playback of the content. The third-party
application 114 may generate a graphical user interface for

display, and may receive user iputs via the graphical user
interface. In case the electronic device 102 (such as a smart
television) includes an integrated display screen, the third-
party application 114 may cause the graphical user interface
to be displayed on the integrated display screen. In case the
clectronic device 102 (such as a digital media player or a
personal video recorder) 1s connected to an external render-
ing device, the third-party application 114 may cause the
graphical user interface to be displayed on the external
rendering device (such as an external display screen). For
example, the graphical user interface may include a plurality
of menu 1cons related to playback control of the content. The
graphical user interface may further include a plurality of
icons that may be navigated for selection of the content to be
played by the third-party application 114. The third-party
application may also include suitable plugins to play content
of various formats. Examples of the content that may be
streamed by the third-party application 114 may include, but
are not limited to, streaming content, over-the-air content,
video content, audio content, audio-video content, three-
dimensional (3D) content, 360-degree video content, gam-
ing content, and so on. The various formats of the content
rendered by the third-party application 114 may include, but
are not limited to, moving picture experts’ group (MPEG)
format, advanced video coding (AVC), high-efliciency video
coding (HEVC), flash video (FLV), MPEG-dynamic adap-
tive streaming over HI'TP (MPEG-DASH), and other audio
and video coding formats. Examples of the third-party
application 114 may include, but are not limited to, a video
player application, an audio player application, a media
player application, a 3D content player application, and so
on.

[0030] Inoperation, the electronic device 102 may execute
a monitor application 112 during installation and/or execu-
tion of the third-party application 114 (such as a player
application). The monitor application 112 may be a part of
the operating system (OS) of the electronic device 102. In
such scenarios, the monitor application 112 may detect that
the third-party application 114 1s being installed and/or
being executed on the electronic device 102. Based on the
detection of the installation, the monitor application 112
may read a code thread of the third-party application 114 to
determine a signature of the third-party application during
the installation, while the code thread 1s accessible from a
public mput data bufler of the electronic device 102. The
monitor application 112 may determine whether the third-
party application 114 1s a pirate application based on
whether the signature of the third-party application 114 1s
similar to known pirate applications. The monitor applica-
tion 112 may prevent installation of the third-party applica-
tion 114 based on the determination that the third-party
application 114 1s the pirate application.
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[0031] In case the signature of the third-party application
114 15 not similar to known pirate applications, the monitor
application 112 may allow the installation and execution of
the third-party application 114. Based on the execution of
the third-party application 114, the electronic device 102
may determine whether the type of the third-party applica-
tion 114 1s a player application that streams the content from
the network resource 110 to the electronic device 102. Based
on the determination that the type of the third-party appli-
cation 114 1s the player application, the electronic device
102 may 1dentily one or more requests to access the network
resource 110 (such as a content delivery network) from the
third-party application 114. The monitor application 112
may read a runtime code of the third-party application 114.
Based on the runtime code of the third-party application 114,
the electromic device 102 may identily the one or more
requests from the third-party application 114. The electronic
device 102 may extract one or more {irst network resource
identifiers (such as URLs) associated with the network
resource 110 from the one or more requests. The electronic
device 102 may further compare the one or more first
network resource 1dentifiers with a blacklist 116 associated
with the monitor application 112. The electronic device 102
may control (such as terminate or suspend or degrade) an
execution of the third-party application 114 based on a result
of comparison of the one or more first network resource
identifiers with the blacklist 116. For example, the electronic
device 102 may terminate or suspend or degrade the execu-
tion of the third-party application 114 1n a case where the
one or more {irst network resource identifiers (such as

URLs) are present in the blacklist 116.

[0032] In an embodiment, the electronic device 102 may
turther determine that the network resource 110 1s a mali-
cious resource associated with pirated content based on the
determination that the one or more first network resource
identifiers 1s present in the blacklist 116. The electronic
device 102 may terminate or suspend the execution of the
third-party application 114 based on the determination that
the network resource 110 1s the malicious resource. The
clectronic device 102 may thereby prevent the third-party
application 114 (such as a pirate application) from streaming
premium content to the electronic device 102 without autho-
rization or legitimate subscription, and may protect the
rights of copyright holders and content creators who rely on
legitimate subscription-based access to their content for
revenue. Details of the control of the execution of the
third-party application 114 based on the blacklist 116 are
described, for example, 1n FIGS. 4A, 4B, and 5.

[0033] In another embodiment, the electronic device 102
may control a bandwidth available to the third-party appli-
cation to stream content from the network resource 110
based on the comparison of the one or more first network
resource 1dentifiers with the blacklist 116. For example, the
clectronic device 102 may control the bandwidth available
to the third-party application 114 1n case the one or more first
network resource i1dentifiers are present 1n the blacklist 116.
The electronic device 102 may control the bandwidth avail-
able to the third-party application 114 to reduce a quality of
the content streamed by the third-party application 114 or to
increase a bullering time of the content. The electronic
device 102 may further degrade a performance (such as
irregular pausing of playback of the content by the third-
party application 114) of the thurd-party application 114 or
interrupt playback of the content based on the comparison.
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The electronic device 102 may thereby degrade the usability
of the third-party application 114 in case the third-party
application 114 streams pirated content from the network
resource 110 (such as the malicious network resource), and
may thereby discourage users from using the third-party
application 114. The electronic device 102 may degrade the
usability of the third-party application 114 1n such a way that
users may be led to believe that the third-party application
114 and its service are inferior, and may not realize that the
monitor application 112 has caused the degradation. Details
of the control of the bandwidth available to the third-party

application 114 based on the detection of the pirated content
are described, for example, 1n FIGS. 4A, 4B, 5, 9A, and 9B.

[0034] In another embodiment, the electronic device 102
may analyze a specific program code (such as a source code)
of the third-party application 114 and may determine that a
type of the third-party application 114 based on the analysis
of the specific program code of the third-party application
114. For example, the electronic device 102 may determine
that the type of the third-party application 114 1s a player
application that streams the content from the network
resource 110 to the electronic device 102. The electronic
device 102 may compare the one or more {first network
resource 1dentifiers with the blacklist 116 based on the
determination that the type of the third-party application 114
1s the player application. The electronic device 102 may
control the execution of the third-party application 114
based on the comparison of the one or more first network
resource i1dentifiers with the blacklist 116. The electronic
device 102 may thereby etlectively monitor the third-party
application 114 for malicious behavior based on the type of
the third-party application 114. Details of the control of the
execution of the third-party application 114 based on the
type ol the third-party application 114 are described, fo
example, 1n FIGS. 4A, 4B, and 5

[0035] In another embodiment, the electronic device 102
may extract one or more second network resource identifiers
(such as URLs) from the one or more requests during the
stream of the content. The electronic device 102 may extract
the one or more second network resource i1dentifiers after a
specific period of time from the extraction of the one or more
first network resource 1dentifiers. The electronic device 102
may compare the one or more second network resource
identifiers with the blacklist 116. The electronic device 102
may control (terminate or suspend or degrade) the execution
of the thurd-party application 114 based on the comparison
of the one or more second network resource identifiers with
the blacklist 116. The electronic device 102 may thereby
periodically and effectively monitor the third-party applica-
tion 114 for malicious behavior after every specific period of
time during the execution of the third-party application 114.
Details of the control of the execution of the third-party
application 114 based on the comparison of the one or more
second network resource identifiers with the blacklist 116
are described, for example, 1n FIG. 7.

[0036] The electronic device 102 may determine whether
the third-party application 114 switches between the one or
more first network resource identifiers of the plurality of
distributed network resource identifiers and a second net-
work resource identifier of the plurality of distributed net-
work resource 1dentifiers. For example, the electronic device
102 may determine that the network resource 110 1s changed
from one network resource to another network resource
during the execution of the third-party application 114. The
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clectronic device 102 may control (terminate or suspend) the
execution of the thurd-party application 114 based on the
switch between the one or more first network resource
identifiers and the second network resource i1dentifier. The
clectronic device 102 may determine that the content asso-
ciated with the third-party application 114 (such as a player
application) 1s pirated content in a case where the third-party
application 114 switches between the one or more first
network resource 1dentifiers and the second network
resource 1dentifier. In an embodiment, the electronic device
102 may determine a change from a first network interface
of the electronic device 102 to a second network 1nterface
(such as an alternate network interface installed along with
the third-party application 114) by the third-party applica-
tion 114. The circuitry 202 may control the execution of the
third-party application 114 based on the determined change.
Details of the control the execution of the third-party appli-
cation 114 based on the switch between the one or more first
network resource i1dentifiers and the second network
resource 1dentifier are described, for example, 1n FIG. 10.

[0037] FIG. 2 15 a block diagram that illustrates an exem-
plary electronic device for control of execution of a third-
party application, 1in accordance with an embodiment of the
disclosure. FIG. 2 1s explained 1n conjunction with elements
from FIG. 1. With reference to FIG. 2, there 1s shown a block
diagram 200 of an electronic device 102. The electronic
device 102 may include circuitry 202, an Input/Output (I/0)
device 204, a memory 206, a network interface 208, and a
monitor application 112. The memory 206 may include a
local version of the blacklist 116. The circuitry 202 may be
communicatively coupled to the I/O device 204, the memory
206, the network interface 208, and the monitor application
112. The circuitry 202 may communicate with the commu-
nication network 108 via the network interface 208.

[0038] The circuitry 202 may include suitable logic, cir-
cuitry, and interfaces that may be configured to execute
program instructions associated with diflerent operations to
be executed by the electronic device 102. For example, some
of the operations may include execution of the monitor
application 112, identification of the one or more requests
from the third-party application 114, extraction of the one or
more first network resource identifiers, comparison of the
one or more first network resource identifiers with the
blacklist 116, control of the execution of the third-party
application 114 based on the comparison. The circuitry 202
may include one or more specialized processing units, which
may be implemented as a separate processor. In an embodi-
ment, the one or more specialized processing units may be
implemented as an integrated processor or a cluster of
processors that perform the functions of the one or more
specialized processing units, collectively. The circuitry 202
may be mmplemented based on a number of processor
technologies known 1n the art. Examples of implementations
of the circuitry 202 may be an X86-based processor, a
Graphics Processing Unit (GPU), a Reduced Instruction Set
Computing (RISC) processor, an Application-Specific Inte-
grated Circuit (ASIC) processor, a Complex Instruction Set
Computing (CISC) processor, a microcontroller, a central
processing unit (CPU), and/or other control circuits.

[0039] The I/O device 204 may include sutable logic,
circuitry, and interfaces that may be configured to receive
one or more user mputs (such as playback commands)
through a remote control associated with the electronic
device 102, and may render output (such as blinking LED
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lights) 1n response to the recerved user inputs. In an embodi-
ment, the I/O device 204 may include one or more playback
control buttons and an integrated display screen. In another
embodiment, the I/O device 204 may display a graphical
user interface generated by the third-party application 114,
and may receive user inputs via the graphical user interface.
In case the electronic device 102 (such as a smart television)
includes an integrated display screen (not shown), the elec-
tronic device 102 may cause the graphical user interface to
be displayed on the integrated display screen. For example,
the graphical user interface may include a plurality of menu
icons related to playback control of the content by the
third-party application 114. The graphical user interface may
turther include a plurality of 1cons that may be navigated for
selection of the content to be played on the display screen.
The I/O device 204, which may include various mput and
output devices, may be configured to communicate with the
circuitry 202. Examples of such input and output devices
may include, but are not limited to, a touchscreen, a key-
board, a mouse, a joystick, a microphone, a display device,
a speaker, and/or a vibration actuator. The I/O device 204
may include a touch screen display which may receive a user
input by touch mput. The touch screen may be at least one
ol a resistive touch screen, a capacitive touch screen, or a
thermal touch screen. The touch screen display may be
realized through several known technologies such as, but not
limited to, at least one of a Liquid Crystal Display (LCD)
display, a Light Emitting Diode (LED) display, a plasma
display, or an Organic LED (OLED) display technology, or
other display devices.

[0040] The memory 206 may include suitable logic, cir-
cuitry, and interfaces that may be configured to store one or
more 1nstructions to be executed by the circuitry 202. In an
embodiment, the memory 206 may be configured to store a
local version of the blacklist 116. The blacklist 116 may be
a list of IP addresses or a list of malicious domain names
associated with the network resource 110. For example, the
circuitry 202 may receive the blacklist 116 from the server
106 and store the blacklist 116 1n the memory 206. In an
embodiment, the memory 206 may be configured to store the
program code of the third-party application 114. The pro-
gram code may be a source code of the third-party applica-
tion 114 stored in an encrypted portion of the memory 206.
In another example, based on the determination of the type
of the third-party application 114, the memory 206 may store
the type of the third-party application 114. The memory may
turther store the one or more first network resource ident-
fiers and the second network resource i1dentifier as potential
entries to the blacklist 116. Examples of implementation of
the memory 206 may include, but are not limited to, Random
Access Memory (RAM), Read Only Memory (ROM), Elec-
trically Erasable Programmable Read-Only Memory (EE-
PROM), Hard Disk Drive (HDD), a Solid-State Drive
(SSD), a CPU cache, and/or a Secure Digital (SD) card.

[0041] The network interface 208 may include suitable
logic, circuitry, and interfaces that may be configured to
facilitate communication between the electronic device 102,
the server 106, and the network resource 110. The electronic
device 102 may receive the content (such as streaming
media content) from the network resource 110 (such as a
media server) via the network interface 208. The electronic
device 102 may receirve the blacklist 116 from the server 106
via the network interface 208. The network interface 208
may include an infrared (IR) receiver or a Bluetooth™




US 2023/0006971 Al

transceiver to receive commands (such as execution com-
mands, navigation commands, volume control commands,
etc.) from a remote control associated with the electronic
device 102. The network interface 208 may be implemented
by use of various known technologies to support wired or
wireless communication of the electronic device 102 with
the communication network 108. The network interface 208
may include, but 1s not limited to, an antenna, a radio
frequency (RF) transceiver, one or more amplifiers, a tuner,
one or more oscillators, a digital signal processor, a coder-
decoder (CODEC) chipset, a subscriber identity module
(SIM) card, a radio-frequency identification (RFID) tag, a
Bluetooth™ transceiver, or a local bufler circuitry. The
network interface 208 may be configured to communicate
via wireless communication with networks, such as the
Internet, an Intranet or a wireless network, such as a cellular
telephone network, a wireless local area network (LAN), a
metropolitan area network (MAN), and a satellite commu-
nication network (such as a satellite constellation). The
wireless communication may be configured to use one or
more of a plurality of communication standards, protocols
and technologies, such as Global System for Mobile Com-
munications (GSM), Enhanced Data GSM Environment
(EDGE), wideband code division multiple access
(W-CDMA), Long Term Evolution (LTE), code division
multiple access (CDMA), time division multiple access
(TDMA), Bluetooth®, Wireless Fidelity (Wi-F1) (such as
IEEE 802.11a, IEEE 802.11b, IEEE 802.11g or IEEE 802.
11n), voice over Internet Protocol (VoIP), light fidelity
(Li-F1), Worldwide Interoperability for Microwave Access

(Wi-MAX), a protocol for email, instant messaging, and a
Short Message Service (SMS).

[0042] Although FIG. 2 illustrates the electronic device
102 includes the circuitry 202, the I/O device 204, the
memory 206, the network interface 208, and the monitor
application 112, the disclosure may not be limited 1n this
regard. Accordingly, the electronic device 102 may include
more or less components to perform the same or other
functions of the electronic device 102. The functions or
operations executed by the electronic device 102, as
described 1n FIG. 1, may be performed by the circuitry 202.
Operations executed by the circuitry 202 are described 1n
detail, for example, 1n FIGS. 3,4A, 4B, 5-7, 8A, 8B, 9A, 9B,
10, and 11.

[0043] FIG. 3 illustrates a diagram of a file tree structure
associated with an operating system of an electronic device,
in accordance with an embodiment of the disclosure. FIG. 3
1s explained 1n conjunction with elements from FIGS. 1 and
2. With reference to FIG. 3, there 1s shown an exemplary file
tree structure 300 of the electronic device 102. In the
exemplary file tree structure 300, there 1s shown a root
directory of the electronic device 102.

[0044] In accordance with an embodiment, the root direc-
tory may include, but 1s not limited to, system files and/or
external data. Access to the system files may require privi-
leged access permission (such as root access privileges) and
access to the external data may not require privileged access
permission. The system files may include files related to
critical system applications including the monitor applica-
tion. In an embodiment, the system applications and the
monitor application may have privileged access to read a
runtime code of third-party applications (such as the third-
party application 114) on the electronic device 102. The
external data may include files related to the third-party
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application 114 (such as a player application), user data,
media content, etc. The monitor application 112 may be part
of the OS (such as the kernel) of the electronic device 102,
and may have superuser privileges to read the runtime code
and/or the decrypted executable memory space of the third-
party application 114 during the execution of the third-party
application 114. Based on the read runtime code and/or the
decrypted executable memory space of the third-party appli-
cation 114, the circuitry 202 may identify the one or more
requests from the third-party application 114 to access the
network resource 110.

[0045] FIG. 4A 15 a diagram that illustrates an exemplary
scenar1o for execution of a third-party application on an
electronic device, 1n accordance with an embodiment of the
disclosure. FIG. 4A 1s explained 1n conjunction with ele-
ments from FIGS. 1-3. With reference to FIG. 4A, there 1s
shown exemplary scenario 400A. In the exemplary scenario
400A, there 1s shown the electronic device 102 (such as a
smart television or a digital media player) that may control
the execution of the third-party application 114 for playback
ol content.

[0046] In the exemplary scenario 400A, the circuitry 202
may execute the third-party application 114 to generate a
graphical user interface 402. The third-party application 114
may access the content from the network resource 110 based
on a playback request on the electronic device 102. In an
embodiment, the circuitry 202 may be configured to display
the graphical user interface 402 generated by the third-party
application 114. The graphical user interface 402 may
include a plurality of icons that may be navigated for
selection of a content 1tem among a plurality of content
items (such as content A, content B, content C, up to content
N) to be played by the third-party application 114 based on
user mput. For example, the circuitry 202 may receive the
user mput to select content A for streaming playback (as
highlighted 1n FIG. 4A). Examples of the content A may
include, but are not limited to, video content, audio content,
audio-video content, and so on.

[0047] FIG. 4B 1s a diagram that illustrates an exemplary
scenario for execution of a third-party application on an
electronic device, 1n accordance with an embodiment of the
disclosure. FIG. 4B 1s explained 1n conjunction with ele-
ments from FIGS. 1-3 and 4A. With reference to FIG. 4B,
there 1s shown exemplary scenario 400B. In the exemplary
scenario 400A, there 1s shown the electronic device 102
(such as a smart television or a digital media player) that
may control the execution of the third-party application 114
for playback of content.

[0048] In the exemplary scenario 400B, based on the user
input to select content A for streaming playback, the cir-
cuitry 202 may execute the third-party application 114 to
access the network resource 110 using the one or more first
network resource 1dentifiers. For example, the third-party
application 114 may be configured to access content (such as
movies, television shows, news, gaming content) from the
network resource 110. The third-party application 114 may
access the selected content (such as content A) from the
network resource 110 and begin streaming playback of
content A on the electronic device 102. In an embodiment,
the circuitry 202 execute the monitor application 112 to read
the runtime code and/or the decrypted executable memory
space of the third-party application 114 based on the execu-
tion of the third-party application 114. Based on the runtime
code and/or the decrypted executable memory space of the
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third-party application 114, the monitor application 112 may
identily the one or more requests to access the network
resource 110 from the third-party application 114 during the
playback of content A.

[0049] FIG. 5 1s a diagram that illustrates an exemplary
scenar1o for control of execution of a third-party application
for anti-piracy control based on a blacklisting function, 1n
accordance with an embodiment of the disclosure. FIG. 5 1s
explained 1n conjunction with elements from FIGS. 1-3, 4A,
and 4B. With reference to FIG. 5, there 1s shown an
exemplary scenario 500. In the exemplary scenario 500,
there 1s shown the electronic device 102 (such as a smart
television or a digital media player) that may control the
execution of the third-party application 114 based on the

blacklist 116.

[0050] In accordance with another embodiment, the cir-
cuitry 202 may extract a specific program code (such as a
source code) of the third-party application 114 using the
monitor application 112. The specific program code may be
a signature code that indicates the type of the third-party
application. The circuitry 202 may analyze the program code
of the third-party application 114 to determine the type of the
third-party application 114. For example, the circuitry 202
may compare the program code of the third-party applica-
tions with the sample program codes stored in the memory
206 and determine the type of the third-party application
114. Based on the determination that the type of the third-
party application 114 1s a player application, the circuitry
202 may extract the one or more first network resource
identifiers for comparison with the blacklist 116.

[0051] In the exemplary scenario 500, the monitor appli-
cation 112 may be configured to extract the one or more {irst
network resource 1dentifiers (such as URLs) from the one or
more requests of the third-party application 114 during the
playback of content A. The one or more first network
resource 1dentifiers may include a web address associated
with the network resource 110. The monitor application 112
may periodically monitor the behavior of the third-party
application 114 and may extract a second network resource
identifier after a specific period of time from the extraction
of the one or more first network resource i1dentifiers during
the playback of content A. (such as few minutes after the
extraction of the one or more first network resource 1denti-
fiers). The specific period of time may be predefined by a
manufacturer of the electronic device 102. For example, the
circuitry 202 may extract the second network resource
identifier after every 10 minutes from the extraction of the
one or more first network resource 1dentifiers. The circuitry
202 may compare the extracted one or more first network
resource identifiers and the second network resource iden-
tifier with the blacklist 116 associated with the monitor
application 112. In an embodiment, the circuitry 202 may
transmit the extracted one or more first network resource
identifiers and the second network resource identifier to the
server 106. The server 106 may search for the presence of
the one or more first network resource identifiers and the
second network resource 1dentifier 1n the blacklist 116, and
may transmit a search result back to the electronic device
102. In another embodiment, the circuitry 202 may search
for the presence of the one or more first network resource
identifiers and the second network resource i1dentifier 1n a
local version of the blacklist 116 stored in the memory 206.
The circuitry 202 may determine that the network resource
110 that streams the selected content (such as content A) 1s
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a malicious resource, and may determine that content A 1s
pirated content, 1n a case where the search result indicates
that the one or more {irst network resource 1dentifiers or the
second network resource i1dentifier are present 1n the black-

list 116.

[0052] In an embodiment, the circuitry 202 may be con-
figured to terminate or suspend the execution of the third-
party application 114 based on the determination that the one
or more first network resource identifiers or the second
network resource identifier are present in the blacklist 116.
In another embodiment, the circuitry 202 may stop the
playback of content A and may display a message (for
example, “Error!”) on the electronic device 102 indicating
that content A 1s pirated content (as shown 1n FIG. 5). In
another embodiment, the circuitry 202 may control a band-
width available to the third-party application 114 to stream
content (such as the content A) from the network resource
110. For example, the circuitry 202 may reduce the band-
width available to stream the content A based on the deter-
mination that content A 1s pirated content, as described, for
example 1n FIGS. 9A and 9B. On the other hand, the
circuitry 202 may control the execution of the third-party
application to continue playback of content A based on the
determination that the one or more first network resource

1dentifiers and/or the second network resource 1dentifier are
absent from the blacklist 116.

[0053] In accordance with another embodiment, the cir-
cuitry 202 may periodically extract the one or more requests
from the third-party application 114 during the playback of
the content. The circuitry 202 may extract the one or more
network resource 1dentifiers from each one or more requests.
The circuitry 202 may determine whether the third-party
application 114 switches between the one or more first
network resource identifiers of a plurality of distributed
network resource 1dentifiers and a second network resource
identifier of the plurality of distributed network resource
identifiers. For example, the circuitry 202 may determine a
change from the one or more first network resource 1denti-
fiers to the second network resource i1dentifier to access the
content during the playback of the content. The circuitry 202
may terminate or suspend the execution of the third-party
application 114 based on the switch between the one or more
first network resource identifiers and the second network
resource 1dentifier. Details of the control of the third-party
application 114 (such as a player application) based on the
switch between the one or more first network resource

identifiers and the second network resource identifier is
turther described, for example, 1n FIG. 10.

[0054] FIG. 6 1s a flowchart that 1llustrates an exemplary
method for control of execution of a third-party application
based on a comparison of first network resource 1dentifiers
with a blacklist, in accordance with an embodiment of the
disclosure. FIG. 6 1s explained in conjunction with elements
from FIGS. 1-3, 4A, 4B, and 5. With reference to FIG. 6,
there 1s shown an exemplary flowchart 600. The method
illustrated 1n the exemplary flowchart 600 may be executed
by any computing system, such as by the electronic device
102, or the circuitry 202. The method may start at 602 and
proceed to 614.

[0055] At 604, one or more requests to access a network
resource (such as the network resource 110) from a third-
party application (such as the third-party application 114)
may be identified. In accordance with an embodiment, the
circuitry 202 may be configured to 1dentity the one or more
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requests to access the network resource 110 from the third-
party application 114. Details of the 1dentification of the one

or more requests from the third-party application 114 are
provided, for example, mn FIGS. 1, 4A, and 4B.

[0056] At 606, one or more network resource identifiers
(such as the one or more first network resource 1dentifiers)
associated with the network resource 110 may be extracted
from the one or more requests. In accordance with an
embodiment, the circuitry 202 may be configured to extract
the first one or more network resource identifiers associated
with the network resource 110 from the one or more
requests. Details of the extraction of the one or more first

network resource 1dentifiers from the one or more requests
are provided, for example, 1n FIGS. 1, 4A, 4B, and 5.

[0057] At 608, the one or more first network resource
identifiers may be compared with the blacklist 116 associ-
ated with the monitor application 112. In accordance with an
embodiment, the circuitry 202 may compare the one or more
first network resource identifiers with the blacklist 116.
Details of the comparison between the one or more {first
network resource i1dentifiers with the blacklist 116 are pro-

vided, for example, 1n FIGS. 1, 8A, and 8B.

[0058] At 610, a determination may be made whether the
network resource 110 1s associated with a malicious resource
(such a network resource associated with the pirated con-
tent) based on the comparison. In accordance with an
embodiment, the circuitry 202 may determine whether the
network resource 110 1s associated with the malicious
resource based on the comparison of the one or more first
network resource 1dentifiers with the blacklist 116. Details
of the determination of whether the network resource 110 1s
assoclated with the malicious resource based on the com-
parison are provided, for example, in FIGS. 1, 4A, and 4B.
Based on the determination that the network resource 110 1s

associated with the malicious resource, the control passes to
614. Otherwise, the control passes to 612.

[0059] At 612, the execution of the third-party application
114 may be continued based on the determination that the
network resource 110 1s not associated with the malicious
resource. In accordance with an embodiment, the circuitry
202 may be configured to continue the execution of the
third-party application 114 based on the determination that
the network resource 110 1s not associated with the mali-
cious resource. Details of the execution of the thuird-party
application 114 based on the determination that the network
resource 110 1s not associated with the malicious resource
are provided, for example, 1n FIGS. 1, 4A, and 4B. Control
may pass back to 606.

[0060] At 614, the execution of the third-party application
114 may be terminated or suspended based on the determi-
nation that the network resource 110 1s associated with the
malicious resource. In accordance with an embodiment, the
circuitry 202 may be configured to terminate or suspend the
execution of the thuird-party application 114 based on the
determination that the network resource 110 1s associated
with the malicious resource. Details of termination or sus-
pension of the execution of the third-party application 114
based on the determination that the network resource 110 1s

associated with the malicious resource are provided, for
example, 1n FIGS. 1, 4A, and 4B.

[0061] FIG. 7 1s a timing diagram that illustrates exem-
plary operations of an electronic device for control of
execution of a third-party application based on network
resource 1dentifiers extracted during execution of the third-
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party application, 1n accordance with an embodiment of the
disclosure. FI1G. 7 1s explained in conjunction with elements
from FIGS. 1-3, 4A, 4B, 5, and 6. With reference to FIG. 7,
there 1s shown an exemplary timing diagram 700. In the
exemplary timing diagram 700, there are shown the network
resource 110, the monitor application 112, the third-party
application 114, and the server 106. The electronic device
102 may be communicatively coupled with the network
resource 110 and the server 106 through communication
network 108.

[0062] At 702, the monitor application 112 may 1ntercept
a request to access a network resource (such as the network
resource 110) from the third-party application 114 to acquire
content for playback. For example, the third-party applica-
tion 114 (such as a player application) may send the request
to access the network resource 110 based on a playback
request of the content on the electronic device 102. The
monitor application 112 may have superuser privileges to
read and/or intercept network calls made by the third-party
application 114.

[0063] At 704, the third-party application 114 may trans-
mit the one or more {irst network resource 1dentifiers as part
ol a request to access the network resource 110. The third-
party application 114 may transmit the one or more first
network resource 1dentifiers to the network resource 110 at
the first time stant T1 when the third-party application 114
may initiate the playback of the content.

[0064] At706, the monitor application 112 may extract the
one or more first network resource identifiers and transmait
the one or more first network resource identifiers to the
server 106. The server 106 may compare the one or more
first network resource 1dentifiers with the blacklist 116. For
example, the server 106 may determine whether the one or

more first network resource identifiers are present in the
blacklist 116.

[0065] At 708, the monitor application 112 may receive a
response from the server 106 based on the comparison of the
one or more first network resource identifiers with the
blacklist 116. The response may include, but 1s not limited
to, a result of the comparison of the one or more first
network resource identifiers with the blacklist 116. For
example, the response may indicate a positive result when
the one or more first network resource 1dentifiers are present
in the blacklist 116, or may indicate a negative result when
the one or more first network resource identifiers are not
present 1n the blacklist 116.

[0066] At 710, the monitor application 112 may send a
control mnstruction to the third-party application 114 based
on the received response. The circuitry 202 may control,
using the monitor application 112, the execution of the
third-party application 114 according to the received
response from the server 106. For example, the circuitry 202
may terminate or suspend the execution of the third-party
application 114 (such as stop the streaming of the content A)
when the monitor application 112 recerves the positive result
from the server 106. In another example, the circuitry 202
may block the one or more first network resource 1dentifiers
when the monitor application 112 recerves the positive result
from the server 106.

[0067] At 712, the third-party application 114 may trans-
mit one or more second network resource identifiers as part
of another request to access the network resource 110. The
third-party application 114 may transmit the one or more
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first network resource 1dentifiers to the network resource 110
at a second time instant T2 during the playback of the
content.

[0068] At 714, the momtor application 112 may extract
and transmit the one or more second network resource
identifiers from the request at the second time instant T2. For
example, the second time 1nstant 12 may be after a specific
period of time (such as 10-30 minutes) from T1. In another
example, the second time instant T2 may be immediately
after the blockage of the one or more first network resource
identifiers. In an embodiment, the monitor application 112
may periodically extract one or more network resource
identifiers after every specific period of time during the
execution of the third-party application 114. The server 106
may compare the one or more second network resource
identifiers with the blacklist 116. For example, the server
106 may determine whether the one or more second network
resource 1dentifiers are present in the blacklist 116.

[0069] At 716, the monitor application 112 may receive a
response from the server 106 based on the comparison of the
one or more second network resource identifiers with the
blacklist 116. The response may include, but 1s not limited
to, a result of the comparison of the one or more second
network resource identifiers with the blacklist 116. For
example, the response may indicate a positive result when
the one or more second network resource identifiers are
present 1n the blacklist 116, or may indicate a negative result
when the one or more second network resource 1dentifiers
are not present 1n the blacklist 116.

[0070] At 718, the monitor application 112 may send a
control 1nstruction to the third-party application 114 based
on the received response. The circuitry 202 may control,
using the monitor application 112, the execution of the
third-party application 114 according to the recerved
response from the server 106. For example, the circuitry 202
may terminate or suspend the execution of the third-party
application 114 (such as stop the stream of the content A)
when the monitor application 112 receives the positive result
from the server 106.

[0071] FIG. 8A 1s a block diagram that 1llustrates exem-
plary operations for comparison of network resource iden-
tifiers with a blacklist, in accordance with an embodiment of
the disclosure. FIG. 8A 1s explained 1n conjunction with
elements from FIGS. 1-3, 4A, 4B, and 5-7. With reference
to FIG. 8A, there 1s shown an exemplary scenario 800A. In
the exemplary scenario 800A, there 1s shown the electronic
device 102 and the server 106. The electronic device 102 and
the server 106 may be communicatively coupled through the
communication network 108. The server 106 may 1nclude

the blacklist 116.

[0072] In the exemplary scenario 800A, the circuitry 202
may transmit, using the monitor application 112, the one or
more network resource i1dentifiers to the server 106 through
the communication network 108. The one or more network
resource 1dentifiers may correspond to one or more URLs
used by the third-party application 114 to access the content
selected by the user 104. The server 106 may compare the
one or more network resource i1dentifiers with the blacklist
116. For example, the server 106 may determine whether the
one or more network resource 1dentifiers are present 1n the
blacklist 116. The server may further generate a result based
on the comparison of the one or more network resource
identifiers with the blacklist 116. The server 106 may

Jan. 5, 2023

transmuit the result of the comparison to the electronic device
102 through the communication network 108.

[0073] The circuitry 202 may receive the result of the
comparison from the server 106, and may control the
execution of the third-party application 114 based on the
received result of the comparison. For example, the circuitry
202 may terminate or suspend the execution of the third-
party application 114 when the received result indicates that
the one or more network resource 1dentifiers are present in
the blacklist 116. On the other hand, the circuitry 202 may
continue the execution of the third-party application 114
when the received result indicates that the one or more

network resource 1dentifiers are not present 1n the blacklist
116.

[0074] FIG. 8B 1s a block diagram that illustrates exem-
plary operations for comparison of network resource 1den-
tifiers with a blacklist, 1n accordance with an embodiment of
the disclosure. FIG. 8B 1s explained in conjunction with
elements from FIGS. 1-3, 4A, 4B, 5-7, and 8A. With
reference to FIG. 8B, there 1s shown an exemplary scenario
800B. In the exemplary scenario 800B, there 1s shown the
clectronic device 102 and the server 106.

[0075] In the exemplary scenario 800B, the circuitry 202
may transmit a request for the blacklist 116 to the server 106
in a case where the third-party application 114 may make a
network call to access the content, selected by the user 104,
using one or more network resource identifiers. The circuitry
202 may transmit the request for the blacklist 116 through
the communication network 108. In response to the request,
the server 106 may transmit a copy of the blacklist 116 (such
as the updated blacklist) to the electronic device 102. In an
embodiment, the server 106 may transmit a copy of the
blacklist 116 (such as the updated blacklist) to the electronic
device 102 as a real-time update every time the blacklist 116
1s updated.

[0076] The circuitry 202 may recerve the blacklist 116
from the server 106 through the communication network
108. The circuitry 202 may compare the one or more
network resource 1dentifiers with the received blacklist 116.
For example, the circuitry 202 may determine whether
URLSs or IP addresses or domain names used to access the
selected content are present in the blacklist 116. The cir-
cuitry 202 may control the execution of the third-party
application 114 based on the comparison.

[0077] FIG. 9A 1s a diagram that illustrates an exemplary
scenar1o for control of bandwidth and performance of a
third-party application for anti-piracy control, in accordance
with an embodiment of the disclosure. FIG. 9A 1s explained
in conjunction with elements from FIGS. 1-3, 4A, 4B, 5-7,
8A, and 8B. With reterence to FIG. 9A, there 1s shown an
exemplary scenario 900A. In the exemplary scenario 900A,
there 1s shown the electronic device 102 (such as a smart
television or a digital media player) that may control the
execution of the third-party application 114 (such as play-
back of media content).

[0078] In the exemplary scenario 900A, the circuitry 202
may be configured to receive, from the user 104, the
playback request to stream content A (as shown 1n FIG. 4A).
Examples of content A may include, but are not limited to,
video content, audio content, audio-video content, and so on.
The circuitry 202 may execute the third-party application
114 to stream high-quality content A. The third-party appli-
cation 114 may require higher bandwidth to stream the
high-quality content A.
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[0079] FIG. 9B i1s a diagram that illustrates an exemplary
scenar1o for control of bandwidth and performance of a
third-party application for anti-piracy control, in accordance
with an embodiment of the disclosure. FIG. 9B 1s explained
in conjunction with elements from FIGS. 1-3, 4A, 4B, 5-7,
8A, 8B, and 9A. With reference to FIG. 9B, there 1s shown
an exemplary scenario 900B. In the exemplary scenario
900B, there 1s shown the electronic device 102 (such as a
smart television or a digital media player) that may control
the execution of the third-party application 114 (such as
playback of media content).

[0080] In the exemplary scenario 900B, the circuitry 202
may compare the one or more {irst network resource 1den-
tifiers used by the third-party application 114 to access
content A with the blacklist 116. For example, the circuitry
202 may determine that content A 1s pirated content when
the one or more first network resource i1dentifiers used to
access content A are present in the blacklist 116. The
circuitry 202 may control the bandwidth available to the
third-party application 114 to stream content A based on the
presence of the one or more first network resource 1dentifiers
in the blacklist 116. For example, the circuitry 202 may
reduce the bandwidth available to third-party application
114 to stream content A such that the buflering time of the
content 1s undesirably increased. In another example, the
reduction of the bandwidth available to the third-party
application 114 may reduce the quality (such as resolution)
of content A to lowest quality (for example, 360p resolution
or lower).

[0081] In another embodiment, the circuitry 202 may
control (or degrade) a performance of the third-party appli-
cation 114 or interrupt the playback of the content A by the
third-party application based on the presence of the one or
more {irst network resource identifiers in the blacklist 116.
For example, the circuitry 202 may display a pop-up mes-
sage (such as an error message or a warming message) on
the electronic device 102 by interruption of the playback of
content A. In another example, the circuitry 202 may ire-
quently stop the playback of content A by the third-party
application 114, thereby discouraging the user 104 from
using the third-party application 114 (such as the pirate
application).

[0082] FIG. 10 1s a block diagram that illustrates exem-
plary operations for control of the execution of the third-
party application based on a switch between a plurality of
distributed network resource 1dentifiers, in accordance with

an embodiment of the disclosure. FIG. 10 1s explained 1n
conjunction with elements from FIGS. 1-3, 4A, 4B, 5-7, 8A,

8B, 9A, and 9B. With reference to FIG. 10, there 1s shown
an exemplary block diagram 1000. In the exemplary block
diagram 1000, there are shown the electronic device 102 and
a plurality of distributed network resources (such as a first
network resource A, a second network resource B, and a
third network resource C).

[0083] The circuitry 202 may periodically extract one or
more network resource i1dentifiers during the execution of
the third-party application 114. The third-party application
114 may be associated with networked file sharing service
(such as a content delivery network (CDN)) that may
include a plurality distributed network resource i1dentifiers
(such as distributed URLSs). The third-party application 114
may access content from different network resources. For
example, the third-party application 114 may access a {first
part of the content from the first network resource A, and
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may access a second part of the content from the second
network resource B, and may access a third part of the
content from the third network resource C. The circuitry 202
may extract a first set of network resource identifiers (such
as a first set of URLs) used by the third-party application 114
to access the network resource A during the playback of
content A by the third-party application 114. The circuitry
202 may determine that the first set of network resource
identifiers 1s blacklisted based on the blacklist 116. The
circuitry 202 may block the first set of network resource
identifiers to stop the playback of content A by the third-
party application 114.

[0084] Based on the blockage of the first set of network
resource 1dentifiers, the third-party application 114 may then
switch to a second set of network resource 1dentifiers (such
as a second set of URLs) to access the remainder of content
A from the second network resource B. The circuitry 202
may determine whether the third-party application 114 has
switched to the set of second network resource identifiers
using the monitor application 112.

[0085] The circuitry 202 may terminate or suspend the
execution of the third-party application 114 based on the
switch from the first set of network resource identifiers to the
second set of network resource i1dentifiers by the third-party
application 114. The circuitry 202 may further block the
second set of network resource 1dentifiers to stop the play-
back of content A by the third-party application 114. In an
embodiment, the circuitry 202 may record the second set of
network resource identifiers 1n the memory 206 or update
the local version of blacklist 116. The circuitry 202 may then
report the second set of network resource identifiers or the
updated blacklist to an enforcement group over the commu-
nication network 108. For example, the circuitry 202 may

transmit the second set of network resource 1dentifiers or the
updated blacklist to the server 106.

[0086] Based on the blockage of the second set of network
resource 1dentifiers, the third-party application 114 may then
switch to a third set of network resource 1dentifiers (such as
a second set of URLs) to access the remainder of content A
from the third network resource B. The circuitry 202 may
determine whether the third-party application 114 has
switched to the third set of network resource identifiers
using the monitor application 112.

[0087] The circuitry 202 may terminate or suspend the
execution of the third-party application 114 based on the
switch from the second set of network resource 1dentifiers to
the third set of network resource identifiers by the third-
party application 114. The circuitry 202 may further block
the third set of network resource identifiers to stop the
playback of content A by the third-party application 114. In
an embodiment, the circuitry 202 may record the third set of
network resource identifiers 1n the memory 206 or update
the local version of blacklist 116. The circuitry 202 may then
report the third set of network resource identifiers or the
updated blacklist to the enforcement group over the com-
munication network 108. For example, the circuitry 202 may
transmit the third set of network resource identifiers or the
updated blacklist to the server 106, thereby globally updat-
ing the blacklist 116.

[0088] FIG. 11 1s a flowchart that illustrates an exemplary
method for control of execution of a third-party application
for anti-piracy control based on a blacklisting function, 1n
accordance with an embodiment of the disclosure. FIG. 11
1s explained in conjunction with elements from FIGS. 1-3,
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4A, 48, 5-7, 8A, 8B, 9A, 9B, and 10. With retference to FIG.
11, there 1s shown a flowchart 1100. The method illustrated
in the flowchart 1100 may be executed by any computing
system, such as by the electronic device 102, or the circuitry
202. The method may start at 1102 and may proceed to 1112.
[0089] At 1104, a monitor application (such as the monitor
application 112) may be executed. In accordance with an
embodiment, the circuitry 202 may be configured to execute
the monitor application 112. Details of the execution of the
monitor application 112 are provided, for example, in FIGS.
1 and 2.

[0090] At 1106, one or more requests to access a network
resource (such as the network resource 110) from a third-
party application (such as the third-party application 114)
may be identified by the monitor application 112. In accor-
dance with an embodiment, the circuitry 202 may be con-
figured to i1dentily the one or more requests to access the
network resource 110 from the third-party application 114.
Details of the 1dentification of the one or more requests from

the third-party application 114 are provided, for example, in
FIGS. 1, 4A, 4B, and 6.

[0091] At 1108, one or more network resource i1dentifiers
(such as the one or more first network resource identifiers)
associated with the network resource 110 may be extracted
by the momitor application 112 from the one or more
requests. In accordance with an embodiment, the circuitry
202 may be configured to extract the first one or more
network resource identifiers associated with the network
resource 110 from the one or more requests. Details of the
extraction of the one or more first network resource 1denti-
fiers from the one or more requests are provided, for

example, 1n FIGS. 1, 4A, 4B, 5, and 6.

[0092] At 1110, the one or more first network resource
identifiers may be compared with a blacklist (such as the
blacklist 116) associated with the monitor application 112 by
the monitor application 112. In accordance with an embodi-
ment, the circuitry 202 may compare the one or more first
network resource identifiers with the blacklist 116. Details
of the comparison between the one or more first network
resource 1dentifiers with the blacklist 116 are provided, for

example, 1n FIGS. 1, 8A, and 8B.

[0093] At 1112, execution of the third-party application
114 may be controlled based on the comparison between the
one or more first network resource identifiers and the
blacklist 116. In accordance with an embodiment, the cir-
cuitry 202 may control the execution of the third-party
application 114 based on the comparison. Details of the
control of the execution of the third-party application 114
based on the comparison are provided, for example, in FIGS.
1, 4A, 4B, 5-7, 9A, and 9B.

[0094] Although the flowchart 1100 1s illustrated as dis-
crete operations, such as 1102, 1104, 1106, 1108, 1110, and
1112, the disclosure 1s not so limited. Accordingly, 1n certain
embodiments, such discrete operations may be further
divided into additional operations, combined into fewer
operations, or eliminated, depending on the particular imple-
mentation without detracting from the essence of the dis-
closed embodiments.

[0095] Various embodiments of the disclosure may pro-
vide a non-transitory computer-readable medium and/or
storage medium having stored thereon, instructions execut-
able by a machine and/or a computer to operate a system
(such as the electronic device 102 or the circuitry 202) for
anti-piracy control based on a blacklisting function. The
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istructions may cause the machine and/or computer to
perform operations that may include executing, a monitor
application 112 that may be a part of the OS of the electronic
device 102. The operations may further include 1dentitying,
by the monitor application 112, one or more first requests to
access a network resource 110 from a third-party application
114 1installed in the electromic device 102. The operations
may further include extracting, by the monitor application
112, one or more first network resource 1dentifiers associated
with the network resource 110 from the one or more
requests. The operations may further include comparing, by
the monitor application 112, the one or more {irst network
resource 1dentifiers with a blacklist 116 associated with the
monitor application 112. The operations may further include
controlling, by the monitor application 112, an execution of
the third-party application 114 based on the comparison of
the one or more first network resource i1dentifiers with the

blacklist 116.

[0096] Various embodiments of the disclosure may pro-
vide an electronic device (such as the electronic device 102)
for control of an execution of a third-party application (such
as a media player) for anti-piracy control based on a black-
listing tunction. The electronic device 102 may include
circuitry (such as the circuitry 202) that 1s communicatively
coupled to a network resource (such as the network resource
110) and a server (such as the server 106) that stores a
blacklist (such as the blacklist 116). The circuitry 202 may
be configured to execute a monitor application (such as the
monitor application 112). The monitor application 112 may
be a part of the OS of the electronic device 102. The circuitry
202 may be configured to identify, by the monitor applica-
tion 112, one or more requests to access the network
resource 110 from a third-party application (such as the
third-party application 114) installed on the electronic
device 102. The circuitry 202 may be configured to extract,
by the monitor application 112, one or more network first
resource 1dentifiers associated with the network resource 110
from the one or more requests. The circuitry 202 may be
configured to compare, by the monitor application 112, the
one or more first network resource identifiers with the
blacklist 116 associated with the monitor application 112.
The circuitry 202 may be configured to control, by the
monitor application 112, an execution of the third-party
application 114 based on the comparison of the one or more
network resource identifiers with the blacklist 116.

[0097] In accordance with an embodiment, the circuitry
202 may be configured to determine that the network
resource 110 1s associated with a malicious resource (such as
a network resource corresponding to pirated content) based
on the comparison. The circuitry 202 may terminate or
suspend the execution of the third-party application 114
(such as a pirate application) based on the determination that
the network resource 110 1s associated with the malicious
resource. The circuitry 202 may be configured to identify the
one or more requests from the third-party application 114
during the execution of the third-party application 114.

[0098] In accordance with an embodiment, the circuitry
202 may be configured to determine, based on an analysis of
a specific program code of the third-party application 114,
whether a type of the third-party application 114 1s a player
application that streams content from the network resource
110 onto the electronic device 102. The circuitry 202 may
compare the one or more first network resource i1dentifiers
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with the blacklist 116 based on the determination that the
type of the third-party application 114 1s the player appli-
cation.

[0099] In accordance with an embodiment, the circuitry
202 may transmit the one or more first network resource
identifiers to a server (such as the server 106) that stores the
blacklist 116. The server 106 may compare the one or more
first network resource identifiers with the stored blacklist
116. The circuitry 202 may receive a result of the compari-
son from the server 106. The circuitry 202 may control the
execution of the thurd-party application 114 based on the
received result of the comparison. In another embodiment,
the circuitry 202 may receirve the blacklist 116 from the
server 106. The blacklist 116 may include a list of malicious
IP addresses or a list of malicious domain names. The
circuitry 202 may compare the one or more first network
resource 1dentifiers with the blacklist 116 received from the
server 106.

[0100] In accordance with an embodiment, the circuitry
202 may be configured to control a bandwidth available to
the third-party application 114 to stream content (such as
content A) from the network resource 110. The circuitry 202
may control the bandwidth based on the comparison of the
one or more first network resource identifiers with the
blacklist 116. The circuitry 202 may further control one of
a performance of the third-party application 114 or interrupt
playback (such as frequently pause or stop the playback) of
the content (such as content A) based on the comparison of

the one or more first network resource identifiers with the
blacklist 116.

[0101] In accordance with an embodiment, the circuitry
202 may be configured to extract one or more second
network resource 1dentifiers from the one or more requests
during the stream of the content. The one or more second
network resource 1dentifiers may be extracted after a specific
period of time from the extraction of the one or more first
network resource 1dentifiers. The circuitry 202 may compare
the one or more second network resource identifiers with the
blacklist 116. The circuitry 202 may terminate or suspend
the execution of the third-party application 114 based on the

comparison of the one or more second network resource
identifiers with the blacklist 116.

[0102] In accordance with an embodiment, the circuitry
202 may be configured to determine the network resource
110 1s a part of a file sharing service associated with a
plurality of distributed network resource identifiers. The
circuitry 202 may determine whether the third-party appli-
cation 114 switches between the one or more first network
resource 1dentifiers of the plurality of distributed network
resource 1dentifiers and a second network resource 1dentifier
of the plurality of distributed network resource identifiers.
The circuitry 202 may terminate or suspend the execution of
the third-party application 114 based on the switch between
the one or more first network resource i1dentifiers and the
second network resource 1dentifier. The circuitry 202 may be
configured to update the blacklist 116 based on the switch
between the one or more first network resource 1dentifiers
and the second network resource i1dentifier.

[0103] In accordance with an embodiment, the circuitry
202 may be configured to determine a signature of the
third-party application 114, and may prevent an installation
of the third-party application 114 based on the signature of
the third-party application 114. In accordance with an
embodiment, the circuitry 202 may determine a change from
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a first network 1nterface of the electronic device 102 to a
second network interface by the third-party application 114.
The circuitry 202 may control the execution of the third-
party application 114 based on the determined change.

[0104] In accordance with an embodiment, the monitor
application 112 may be associated with a manufacturer of
the electronic device 102. The privileged access permission
of the monitor application 112 may comprises root access on
the electronic device 102.

[0105] The foregoing description of embodiments and
examples has been presented for purposes of 1llustration and
description. It 1s not intended to be exhaustive or limiting to
the forms described. Numerous modifications are possible
considering the above teachings. Some of those modifica-
tions have been discussed and others will be understood by
those skilled 1n the art. The embodiments were chosen and
described for 1llustration of various embodiments. The scope
1s not limited to the examples or embodiments set forth
herein but can be employed 1n any number of applications
and equivalent devices by those of ordinary skill 1n the art.
Rather 1t 1s hereby intended the scope be defined by the
claims appended hereto. Additionally, the features of various
implementing embodiments may be combined to form fur-
ther embodiments.

[0106] The present disclosure may be realized 1n hard-
ware, or a combination of hardware and software. The
present disclosure may be realized 1n a centralized fashion,
in at least one computer system, or in a distributed fashion,
where different elements may be spread across several
interconnected computer systems. A computer system or
other apparatus adapted for carrying out the methods
described herein may be suited. A combination of hardware
and software may be a general-purpose computer system
with a computer program that, when loaded and executed,
may control the computer system such that 1t carries out the
methods described herein. The present disclosure may be
realized 1n hardware that comprises a portion of an inte-
grated circuit that also performs other functions. It may be
understood that, depending on the embodiment, some of the
steps described above may be eliminated, while other addi-
tional steps may be added, and the sequence of steps may be
changed.

[0107] The present disclosure may also be embedded 1n a
computer program product, which comprises all the features
that enable the implementation of the methods described
herein, and which when loaded 1n a computer system 1s able
to carry out these methods. Computer program, in the
present context, means any expression, 1n any language,
code or notation, of a set of instructions intended to cause a
system with an information processing capability to perform
a particular function either directly, or after either or both of
the following: a) conversion to another language, code or
notation; b) reproduction in a different material form. While
the present disclosure has been described with reference to
certain embodiments, 1t will be understood by those skilled
in the art that various changes may be made, and equivalents
may be substituted without departing from the scope of the
present disclosure. In addition, many modifications may be
made to adapt a particular situation or material to the
teachings of the present disclosure without departing from
its scope. Therefore, 1t 1s intended that the present disclosure
not be limited to the particular embodiment disclosed, but
that the present disclosure will include all embodiments that
tall within the scope of the appended claims.
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What 1s claimed 1s:
1. An electronic device, comprising:
circuitry configured to:

execute a monitor application, whereimn the monitor

application 1s part of an operating system of the
electronic device;

identify, by the monitor application, one or more

requests to access a network resource from a third-

party application installed on the electronic device,

wherein

the one or more requests are 1denftified from a
runtime code of the third-party application, and

the monitor application has privileged access per-
mission to read the runtime code of the third-party
application;

extract, by the monitor application, one or more {first

network resource 1dentifiers associated with the net-
work resource from the one or more requests;
compare, by the monitor application, the one or more
first network resource identifiers with a blacklist
associated with the monitor application; and
control, by the monitor application, an execution of the
third-party application based on the comparison of
the one or more first network resource identifiers
with the blacklist.

2. The electronic device according to claim 1, wherein the
circuitry 1s further configured to:

determine that the network resource 1s associated with a

malicious resource based on the comparison; and
terminate or suspend or degrade the execution of the
third-party application based on the determination.

3. The electronic device according to claim 1, wherein the
circuitry 1s further configured to identify the one or more
requests during the execution of the third-party application.

4. The electronic device according to claim 1, wherein the
circuitry 1s further configured to:

determine that a type of the third-party application 1s a

player application based on a specific program code of
the third-party application, wherein the player applica-
tion streams content from the network resource onto the
electronic device; and

compare the one or more first network resource identifiers

with the blacklist based on the determination that the
type of the third-party application is the player appli-
cation.

5. The electronic device according to claim 1, wherein the
circuitry 1s further configured to:

transmit the one or more first network resource 1dentifiers

to a server that stores the blacklist, wherein the server
compares the one or more first network resource 1den-
tifiers with the stored blacklist;

receive a result of the comparison from the server; and

control the execution of the third-party application based
on the received result.

6. The electronic device according to claim 1, wherein

the circuitry 1s further configured to receive the blacklist
from a server, and

the blacklist comprises at least one of a list of malicious
internet protocol (IP) addresses or a list of malicious
domain names.

7. The electronic device according to claim 1, wherein

the circuitry 1s further configured to control a bandwidth
available to the thuird-party application to stream con-
tent from the network resource, and
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the control of the bandwidth 1s based on the comparison
of the one or more first network resource identifiers

with the blacklist.

8. The electronic device according to claim 7, wherein the
circuitry 1s further configured to one of degrade a perfor-
mance of the third-party application or interrupt playback of
the content by the third-party application.

9. The electronic device according to claim 7, wherein the
circuitry 1s further configured to:

extract one or more second network resource i1dentifiers
from the one or more requests during the stream of the
content, wherein the one or more second network
resource 1dentifiers are extracted after a specific period
of time from the extraction of the one or more first
network resource i1dentifiers:

compare the one or more second network resource 1den-
tifiers with the blacklist; and

terminate or suspend the execution of the third-party
application based on the comparison of the one or more
second network resource 1dentifiers with the blacklist.

10. The electronic device according to claim 1, wherein
the circuitry 1s further configured to determine the network
resource 1s a part of a file sharing service associated with a
plurality of distributed network resource 1dentifiers.

11. The electronic device according to claim 10, wherein
the circuitry 1s further configured to:

determine whether the third-party application switches
between the one or more first network resource 1den-
tifiers of the plurality of distributed network resource
identifiers and a second network resource identifier of
the plurality of distributed network resource 1dentifiers;
and

terminate or suspend or degrade the execution of the
third-party application based on the switch between the
one or more lirst network resource 1dentifiers and the
second network resource 1dentifier.

12. The electronic device according to claim 11, wherein
the circuitry 1s further configured to update the blacklist
based on the one or more first network resource 1dentifiers
and the second network resource i1dentifier.

13. The electronic device according to claim 1, wherein
the circuitry 1s further configured to prevent an installation
of the third-party application based on a signature of the
third-party application.

14. The electronic device according to claim 1, wherein
the circuitry 1s further configured to:

determine a change from a first network interface of the
clectronic device to a second network interface by the
third-party application; and

control the execution of the third-party application based
on the determined change.

15. The electronic device according to claim 1, wherein

the monitor application 1s associated with a manufacturer
of the electronic device; and

the privileged access permission comprises root access on
the electronic device.

16. A method, comprising:
1n an electronic device:

executing a monitor application, wherein the monitor
application 1s part of an operating system of the
electronic device;
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identifying, by the monitor application, one or more
requests to access a network resource from a third-
party application installed on the electronic device,
wherein
the one or more requests are 1dentified from a
runtime code of the third-party application, and
the monitor application has privileged access per-
mission to read the runtime code of the third-party
application;
extracting, by the monitor application, one or more first
network resource 1dentifiers associated with the net-
work resource from the one or more requests;
comparing, by the monitor application, the one or more
first network resource identifiers with a blacklist
associated with the monitor application; and
controlling, by the monitor application, an execution of
the third-party application based on the comparison
of the one or more first network resource i1dentifiers
with the blacklist.
17. The method according to claim 16, further compris-
ng:
determining a type ol the third-party application 1s a
player application based on a specific program code of
the third-party application, wherein the player applica-
tion streams content from the network resource onto the
electronic device; and

comparing the one or more {irst network resource 1den-
tifiers with the blacklist based on the determination that
the type of the third-party application 1s the player
application.

18. The method according to claim 16, further comprising
controlling a bandwidth available to the third-party appli-
cation to stream content from the network resource, wherein
the control of the bandwidth i1s based on the comparison of
the one or more first network resource i1dentifiers with the

blacklist.

19. The method according to claim 18, further compris-
ng:
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extracting one or more second network resource i1denti-
fiers from the one or more requests during the stream of
the content, wherein the one or more second network
resource 1dentifiers are extracted after a specific period
of time from the extraction of the one or more first
network resource i1dentifiers:
comparing the one or more second network resource
identifiers with the blacklist; and
terminating or suspending the execution of the third-party
application based on the comparison of the one or more
second network resource 1dentifiers with the blacklist.
20. A non-transitory computer-readable medium having
stored thereon, computer-executable instructions which,
when executed by a processor of an electronic device, cause
the processor to execute operations, the operations compris-
ng:
executing a monitor application, wherein the monitor
application 1s part of an operating system of the elec-
tronic device;
identifying, by the monitor application, one or more
requests to access a network resource from a third-
party application installed on the electronic device,
wherein
the one or more requests are identified from a runtime
code of the third-party application, and
the monitor application has privileged access permis-
sion to read the runtime code of the third-party
application;
extracting, by the monitor application, one or more first
network resource identifiers associated with the net-
work resource from the one or more requests;
comparing, by the momitor application, the one or more
first network resource 1dentifiers with a blacklist asso-
ciated with the momitor application; and
controlling, by the monitor application, an execution of
the third-party application based on the comparison of
the one or more first network resource identifiers with

the blacklist.
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